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ABSTRACT: Given its potential to cause significant social and national harm with far-reaching implications, the 

widespread spread of fake news on social media and other platforms is an urgent concern. The identification and 

mitigation of this phenomenon are the focus of extensive investigation. This study uses two feature extraction 

techniques, Count Vectorization and TF-IDF, to examine the effectiveness of machine learning algorithms, namely 

Naive Bayes and Passive Aggressive, in identifying fake news. Four different experiments were carried out, using a 

CSV dataset and matching each algorithm with one of the two feature extraction methods. The results show different 

accuracy levels and confusion matrix metrics (false negative, false positive, true negative, and true positive values). 
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I. INTRODUCTION 

 

In the digital age, fake news which is commonly characterised as purposefully false or fraudulent information offered 

as actual news has grown to be a major problem. Fake news can manipulate public opinion, take advantage of public 

sympathies, and even affect actual events when it is disseminated through a variety of internet venues. Social media is 

the driving force behind its quick spread, which makes it a serious danger to the accuracy of information. 

 

The use of machine learning algorithms has become an essential tool for detecting fake news in the fight against this 

growing flood of disinformation. Using methods like TF-IDF (Term Frequency- Inverse Document Frequency) and count 

vectorization in conjunction with feature extraction techniques like Naive Bayes and Passive Aggressive classifiers, 

these algorithms examine linguistic patterns and contextual cues to determine the veracity of news articles. 

 

Identifying fake news is important because it protects public trust, maintains the integrity of information ecosystems, 

and promotes informed decision-making. Machine learning algorithms help in the ongoing fight against false news by 

automating the identification process and fostering a more robust and accurate media environment. 

 

II. MACHINE LEARNING 

 

A kind of artificial intelligence called machine learning allows systems to learn from their experiences and make 

improvements without the need for explicit programming. In the context of identifying fake news, scholars employ 

machine learning algorithms to examine patterns in textual data, allowing systems to distinguish between accurate and 

false material. 

 

A. Algorithms: 

• Naive_Bayes - MultinomialNB - ML Algorithm: 

The Naive Bayes Multinomial algorithm, specifically MultinomialNB, is a machine learning method widely 

applied in fake news detection due to its simplicity and effectiveness in handling text-based data. This algorithm is 

grounded in Bayesian probability and assumes independence between features, making it particularly suitable for 

text classification tasks. Naive Bayes are mostly used in natural language processing (NLP) problems. Naive Bayes 

predict the tag of a text. They calculate the probability of each tag for a given text and then output the tag with the 

highest one. Bayes theorem calculates probability P(c|x) where c is the class of the possible outcomes and x is the 

given instance which has to be classified. Leveraging probabilistic reasoning, MultinomialNB analyzes the 

frequency of words in textual content to make predictions. The algorithm operates on the assumption of 
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independence between word features given the class label (real or fake news). 

• PassiveAggressiveClassifier - ML Algorithm: 

The Passive Aggressive Classifier (PAC) is a machine learning algorithm that has been applied to various text 

classification tasks, including fake news detection. It belongs to the family of online learning algorithms, which 

makes it particularly suitable for scenarios where the data is continuously arriving and the model needs to adapt 

dynamically. he Passive Aggressive Classifier works by updating its model based on new examples. It is especially 

useful when dealing with evolving patterns in the characteristics of fake news. The "passive" part of its name refers to 

its behaviour when predictions are correct – it remains passive and doesn't make significant changes to its model. 

However, when predictions are incorrect, it becomes "aggressive" and adjusts its model to correct the mistake. 

 

B. Feature Extraction In Text : 

• CountVectorizer : CountVectorizer is a text feature extraction technique commonly used in natural language 

processing and machine learning, including applications like fake news detection. It converts a collection of text 

documents into a matrix of token counts, representing the frequency of words in each document. 

• TfidfVectorizer : The TfidfVectorizer (Term Frequency-Inverse Document Frequency Vectorizer) is a feature 

extraction technique widely used in natural language processing and text classification, including fake news 

detection. It converts a collection of text documents into a matrix of TF-IDF features, which takes into account the 

importance of terms in a document relative to their frequency across the entire dataset. 

 

III. LITERATURE REVIEW 

 

Qamber Abbas et al. (2022) [1] employs the identification of fake news in online social networks by looking at 

specific news articles, their authors, and their subjects. Most false information comes from social media alone. This 

study examined four fundamental processes related to Twitter tweets. Following NLTK and Tokenizer data processing, 

the next phase is word embedding using Glove. The output of the embedding step is then fed into the RNN models, and 

the outcome is the last stage. It offers a higher degree of efficacy and precision in this investigation. 

 

Honghao Cao et al. (2021) [2] makes use of a phoney news source. Mostly on social media, news blogs, and online 

newspapers, it was becoming a more prominent and pervasive issue in society. This project makes use of the Twitter 

datasets. An SVM that uses TF-IDF is used to represent the content-only model, which is used for the first 

evaluation of the model. Next, CSI, a Euclidean contextual model, is applied. Next, a graph learning framework known 

as GCN is applied. In the end, the original FANG model is given back. This model has two insensitive variants, CSI(-t) 

and FANG(- t), to evaluate it. Discriminative-FANG, a cutting-edge graph learning framework for false news 

detection, incorporates centre loss to enhance feature learning. a higher degree of success than earlier graph-based 

methods in spotting fake news trends. 

 

Andreas Kanavos et al. (2023) [3] discuss how to identify bogus news that has been extensively disseminated through 

online and social media channels. The typical procedure for applying each approach to N-gram models consists of five 

steps .This is the phase of preprocessing. The text data is tokenized once it has been cleaned, which involves eliminating 

stop words, stemming, lowercasing, and lemmatizing. N-gram recovery From the preprocessed text, create N-grams 

(bigrams, unigrams, etc.).Stage of vectorization Convert the N-grams into numerical feature vectors by using methods 

like Term Frequency.Next, use Inverse Document Frequency (TF-IDF) or Bag of Words (BoW). After instruction and 

evaluation, phase it out. Using the feature vectors to train the classifiers, assign each document to the appropriate class 

('genuine' or 'false' news). A labelled dataset containing both true and misleading news stories has training and testing 

sets. After training on the training set, the learning model is evaluated on the testing set using performance measures. 

This study looked into the application of several machine learning algorithms and text vectorization techniques for the 

purpose of detecting fake news. and capable of conducting thorough experiments on a variety of datasets to obtain 

insightful information and attain exceptional classification accuracy for fake news items. Here method is effective in 

identifying bogus news stories, as evidenced by the F1-scores we obtained for the two datasets, which were up to 93.4% 

and 96.4%, respectively. 

 

Minjung Park et al. (2023) [4] proposed a News is determined by extracting priority factors by using XGBoost to 

determine each variable's feature importance. creating machine learning models to identify fake news that determine 

whether or not a tweet is fake news based on categorical binary characteristics as the dependent variable. By using 

resampling approaches for module assessment data, such as bootstrapping and k-fold cross validation, the uncertainty 
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of the input dataset division is reduced. It evaluates the rate of performance. Thus, the NNET had the lowest prediction 

rate (92.1%), and the RF model had the greatest (94%). 

 

Fan Xu et al. (2022) [5] proposed Fake news travels quickly through online microblogs and negatively affects many 

facets of our daily lives, including Twitter, Weibo, and WeChat. It compares the performance of proposed framework, 

HLKFND, with the latest techniques to see how well it works in this section. Trial Configurations and Dataset collection 

of data It makes use of a benchmark Chinese WeChat dataset for our research. Configurations of metrics and assessment 

parameters.Baselines then include KCN, ComapeNet, TextGCN, BOW SVM, and KCCNN.Employing edges and 

nodes, and create a robust language-entity graph in this research to change a certain news article. Moreover, our 

abundant language-entity graph may be efficiently used to boost the co-occurrence between any two nodes (e.g., words, 

language context, entity context). 

 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

 

1) FakeNews detection using CountVectorizer & MultinomialNB. 

The provided experiment of a fake news detection system using a machine learning algorithm, specifically the 

CountVectorizer & MultinomialNB. The algorithms were tested on the dataset, and 89.3% of the results were produced 

accurately by the CountVectorizer & MultinomialNB model. 

 

A confusion matrix was used to illustrate the result: 

 

 

Fig.1. Confusion Matrix of CountVectorizer & MultinomialNB 

 

The output is displayed in [Fig. 1] for the dataset fitted with the CountVectorizer & MultinomialNB. In this prediction 

matrix, 865 news items that were assumed to be phoney ultimately turned out to be false. Out of all the news articles, 

80 were true and the remaining 143 were fake news reports that turned out to be accurate. 1003 news reports were 

accurate in their predictions as well. 

 

2) FakeNews detection using TfidVectorizer&PassiveAggressiveClassifier. 

The provided experiment of a fake news detection system using a machine learning algorithm, specifically the Passive 

Aggressive Classifier, and TF-IDF (Term Frequency-Inverse Document Frequency) vectorization. The algorithms 

were tested on the dataset, and 93.5% of the results were produced accurately by the FakeNewsTfidVectorizer model 

and the PassiveAggressiveClassifier model. 
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A confusion matrix was used to illustrate the result: 

 

 

Fig2: Confusion matrix of TfidVectorizer&PassiveAggressiveClassifier. 

 

The output is displayed in [Fig. 2] for the dataset fitted with the FakeNews TfidVectorizer & 

PassiveAggressiveClassifier. In this prediction matrix, 952 news items that were assumed to be phoney ultimately 

turned out to be false. Out of all the news articles, 79 were true and the remaining 56 were fake news reports that 

turned out to be accurate. 1004 news reports were accurate in their predictions as well. 

 

3) FakeNews detection using CountVectorizer& PassiveAggressiveClassifier. 

The provided experiments of a fake news detection system using the Passive Aggressive Classifier as the machine 

learning algorithm. Similar to the previous implementation, it uses the CountVectorizer to convert text data into a matrix 

of token counts. The algorithms were tested on the dataset, and 89.3% of the results were produced accurately by the 

CountVectorizer & PassiveAggressiveClassifier model. 

 

The confusion matrix shown as: 

 

 

Fig.3.Confusion Matrix of CountVectorizer& PassiveAggressiveClassifier 

 

The output is displayed in [Fig. 3] for the dataset fitted with the CountVectorizer & PassiveAggressiveClassifier. In 

this prediction matrix, 911 news items that were assumed to be phoney ultimately turned out to be false. Out of all the 
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news articles, 126 were true and the remaining 97 were fake news reports that turned out to be accurate. 957 news 

reports were accurate in their predictions as well. 

 

4) FakeNews detection using TfidVectorizer &Multinominal. 

The provided experiment of a fake news detection system using a Multinomial Naive Bayes classifier with TF-IDF 

(Term Frequency-Inverse Document Frequency) vectorization for feature extraction. The algorithms were tested on the 

dataset, and 85.7% of the results were produced accurately by the FakeNewsTfidVectorizer and the MultiNomial model. 

 

A confusion matrix was used to illustrate the result: 

 

 

Fig .4. Confusion Matrix of TfidVectorizer&Multinomial 

The output is displayed in [Fig. 4] for the dataset fitted with the TfidVectorizer&MultiNomial. In this prediction matrix, 

739 news items that were assumed to be phoney ultimately turned out to be false. Out of all the news articles, 31 were 

true and the remaining 269 were fake news reports that turned out to be accurate. 1052 news reports were accurate in 

their predictions as well. 

 

V. CONCLUSION: 

 

Our tests highlight how feature extraction techniques affect model performance and show how useful Naive Bayes and 

Passive Aggressive algorithms are for detecting fake news. The attained accuracy rates and metrics from the confusion 

matrix highlight the advantages and disadvantages of every combination. These findings strengthen information 

integrity in the digital sphere by providing insightful information to the field and directing future efforts to improve 

machine learning techniques for increased fake news identification. 
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